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The next major milestone occurs in the 1940's. Lur'e, Postnikov, and others in the Soviet 

Union applied Lyapunov's methods to some specific practical problems in control 

engineering, especially, the problem of stability of a control system with a nonlinearity in 

the actuator. In summary, Lur'e and others were the first to apply Lyapunov's methods to 

practical control engineering problems. 

The next major breakthrough came in the early 1960's, when Yakubovich, Popov, Kalman, 

and other researchers succeeded in reducing the solution of the LMIs that arose in the 

problem of Lur'e to simple graphical criteria, using what we now call the positive-real (PR) 

lemma. 

The PR lemma and extensions were intensively studied in the latter half of the 1960s, and 

were found to be related to the ideas of passivity, the small-gain criteria introduced by Zames 

and Sandberg, and quadratic optimal control. 

By 1970, it was known that the LMI appearing in the PR lemma could be solved not only 

by graphical means, but also by solving a certain algebraic Riccati equation (ARE). In a 

1971 on quadratic optimal control, J. C. Willems is led to the LMI 
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and points out that it can be solved by studying the symmetric solutions of the ARE 

 
 

So by 1971, researchers knew several methods for solving special types of LMIs: direct (for 

small systems), graphical methods, and by solving Lyapunov or Riccati equations. From our 

point of view, these methods are all \closed-form" or \analytic" solutions that can be used to 

solve special forms of LMIs. 

In a 1976 paper, Horisberger and Belanger [HB76] had remarked that the existence of a 

quadratic Lyapunov function that simultaneously proves stability of a collection of linear 

systems is a convex problem involving LMIs. 

In 1984, N. Karmarkar introduced a new linear programming algorithm that solves linear 

programs in polynomial-time, like the ellipsoid method, but in contrast to the ellipsoid 

method, is also very efficient in practice. Karmarkar's work spurred an enormous amount of 

work in the area of interior-point methods for linear programming. 

 

A summary of key events in the history of LMIs in control theory is then: 

 

 1890: First LMI appears; analytic solution of the Lyapunov LMI via Lyapunov 

equation. 

 1940: Application of Lyapunov's methods to real control engineering problems. 

Small LMIs solved by hand". 

 Early 1960: PR lemma gives graphical techniques for solving another family of 

LMIs. 

 Late 1960: Observation that the same family of LMIs can be solved by solving an 

ARE. 

 Early 1980: Recognition that many LMIs can be solved by computer via convex 

programming. 

 Late 1980: Development of interior-point algorithms for LMIs. 

It is fair to say that Yakubovich is the father of the field, and Lyapunov the grandfather of 

the field. The new development is the ability to directly solve (general) LMIs. 
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%% Lecture01_EX_01_mfile 

  

clc; 

clear; 

close all; 

  

%% Parameters 

  

A = [-1 2 0; -3 -4 1; 0 0 -2]; 

  

%% LMI Definition  

  

P = sdpvar(3,3); 

F=A'*P+P*A; 

const=[F<0]+[P>0]; 

optimize(const,[],sdpsettings('solver','sedumi')); 

  

%% LMI Results Values 

  

P_feasible = value(P) 

 

Pfeasible = 

 

0.5604    0.0452   -0.0070 

0.0452    0.2489    0.0348 

                      -0.0070    0.0348    0.4116 
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%% Lecture01_EX_02_mfile 

  
clc; 
clear; 
close all; 

  
%% Parameters 

  
A = [-1 2 0; -3 -4 1; 3 0 -2]; 
B= [1;-2;0]; 

  
%% LMI  Definition  

  
P = sdpvar(3,1); 
F=A*P-B; 
const=[F<0]; 
optimize(const,[],sdpsettings('solver','sedumi')); 

  
%% LMI Results Values 

  
P_feasible = value(P) 

 

P_feasible = 

    3.0000 

    0.5000 

    6.0000 

%% Parameters 

  
A = [-1 2 5; -3 -4 1; 3 7 -2]; 
B= [1;-2;4]; 

P_feasible = 

    5.7500 

   -2.2500 

    1.2500 
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Read the following paper carefully and do all of examples: 

 

 
 

 

 

 
 


